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BACKGROUND Curriculum constructors and teachers must decide on the content and level of objectives and materials included in the medical curriculum. At University Medical Centre Utrecht it was decided to test relatively detailed knowledge at a regular level in study blocks and to design a progress test aimed at the medical core knowledge that every graduating doctor should possess. This study was conducted to validate the level of knowledge tested in this progress test.

AIM We designed a questionnaire to investigate whether postgraduate trainees and experienced specialists agree with item writers on what is required core knowledge.

METHODS Postgraduates and specialists received a questionnaire with 80 items designed to test core knowledge. Respondents were asked to indicate to what extent the items actually represented the core knowledge required of a recently graduated medical student.

RESULTS Of the clinical questions, 82.4% were judged to reflect core knowledge, whereas only 42.4% of the basic science questions were judged to reflect core knowledge. There was a strikingly high correlation on the mean judgements per item of postgraduate trainees versus medical specialists ($r = 0.975$).

CONCLUSION Many items, written to reflect core knowledge, appear to be judged by postgraduates and clinicians as pertaining to non-core knowledge. Postgraduate trainees appear to be as capable as experienced specialists of making judgements regarding core knowledge. Fewer basic science items are regarded as core knowledge than clinical items. This may suggest that, specifically, basic science teachers do not agree with physicians on what is to be considered medical core knowledge for graduating doctors.
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INTRODUCTION

Curriculum constructors and individual teachers are frequently faced with questions pertaining to curricular content. Decisions on what to include in the teaching programme, and to what depth, are not only guided by formal educational objectives that must be reached. To a large extent, individual expert teachers must personally determine which topics are dealt with and in what detail. They are guided by experience in daily practice, knowledge of the literature, consensus with colleagues in the field and personal interest and experience. In the last decades, national efforts in several countries have led to the establishment of broad objectives for undergraduate medical training and, more recently, also for postgraduate training.1–6 These objectives have been helpful in terms of designing curricula, but ultimately do not determine the depth of required knowledge at item level, simply because they cannot be written in sufficient detail. Specifically, in countries without national medical examinations, curriculum committees, programme directors and individual teachers must decide on the educational content.
In much the same way, medical core knowledge is not very well defined. The idea of dividing the educational programme into a ‘core curriculum’ and electives – or ‘special study modules’ – has been recommended by the General Medical Council in the UK and similar authorities elsewhere. Core knowledge has been defined as key aspects of all subjects or disciplines that all doctors should have mastered, essential competencies that result in incompetent doctors when lacking, requiring high standards of mastery. The World Federation of Medical Education aims to establish standards for minimum requirements in basic medical education. However, again medical core knowledge has not specifically been defined.

It is known that medical teachers differ in their views of what constitutes essential knowledge for medical graduates. Clinicians and basic scientists may agree on what topics should be included in a medical curriculum, but appear to differ in their opinions on the required depth of knowledge. Recently graduated medical students may differ in their opinions from experienced doctors, having recently been exposed to the knowledge of academic expert teachers. Conversely, they may not yet have acquired the broad overview necessary to judge the real relevance of particular knowledge for daily practice. Using an Angoff procedure to determine a pass or fail standard in a progress test, Verhoeven et al. found that recently graduated medical students produced more lenient standards of required knowledge than item writers. Harris et al. found a correlation between postgraduates’ performance on a pre-clerkship and their ratings of relevancy of the items to medical practice. If it is true that basic scientists consider more detailed knowledge to be relevant for graduating doctors than clinicians do, then it is also likely that teachers consider their own specialty to be relatively more important than other areas of the medical field.

We decided to investigate whether core knowledge, as determined by basic science and clinical teachers (item writers) in their own fields, would be considered as such by recently graduated medical doctors and experienced medical specialists in a wide range of specialties. Postgraduate trainees were considered to be graduated medical students who were in training to become medical specialists. Experienced specialists were those specialists who were part of senior staff and who taught in the curriculum. We did not have a preconceived hypothesis, but the results of Verhoeven et al.’s study might indicate that postgraduates tend to think that less core knowledge should be required than specialists consider necessary. In our study, medical core knowledge was defined as general medical knowledge in a wide range of content areas, clinically relevant for almost every doctor and therefore to be mastered and known by heart at graduation by every medical student. This definition was chosen because it parallels the item writers’ instructions. The aim of our study was to answer the following questions:

1. Is core knowledge as intended by item writers considered core knowledge by postgraduate trainees and experienced specialists?
2. Do postgraduate trainees judge differently on core knowledge than experienced specialists?
3. Are experienced specialists and specialists in training biased towards their own specialty in the judgement of core knowledge? We used a sample of items from a newly introduced progress test at University Medical Centre Utrecht to conduct the study.

METHODS

Participants

We approached the UMC Utrecht directors of postgraduate programmes of the 10 clinical specialties represented in the progress test. They were asked to provide the names and addresses of their postgraduate trainees. Nine directors provided these or chose to participate by distributing a questionnaire without revealing their postgraduate trainees’ names; ophthalmology postgraduate trainees were not represented. Postgraduates therefore represented 9 different specialties; 297 postgraduate trainees were approached by letter or e-mail.

A total of 270 medical specialists with a teaching obligation in the medical curriculum were approached to participate in the study.

Materials

In 2002, a new progress test was introduced at UMC Utrecht School of Medical Sciences. Three times per year, Year 4 and 5 medical students sit a test, consisting of 40 short case descriptions, each followed by 1–3 short-answer clinical questions and 1–3 short-answer basic science questions. The test focuses on a wide range of clinical and basic science disciplines. Item writers are instructed to write questions that represent core knowledge, defined as "knowledge every graduating doctor should have immediately available without reference to written materials or consultations of others". All items are reviewed in 2 stages by a small committee and a plenary test committee and most items are adapted before they are entered into the progress test.

For this study, 20 cases were selected from 2 different progress tests, 11 from 1 progress test and 9 from another. For each clinical discipline 2 cases were selected. The cases were chosen to represent a maximum distribution over the basic science disciplines. The selected cases covered all 10 different clinical disciplines and 6 different basic science disciplines: pathology (2), physiological chemistry (5), anatomy (4), immunology (1), physiology (5) and cell biology (3).

Each case included 1–3 clinical questions and 1–3 basic science questions. This resulted in 42 clinical questions and 38 basic science questions. Respondents were not asked to give the answer to the questions, but rather to rate each question on a 4-point scale with the following values:

1 = recently graduated medical students do not need to know the answer to this question;
2 = recently graduated medical students should be able to answer this quickly after referring to written materials;
3 = recently graduated medical students should be able to answer this after only a brief period of reasoning, and
4 = recently graduated medical students should be able to answer this immediately.

Categories 1 and 2 represented 'non-core knowledge', while categories 3 and 4 represented 'core knowledge', in the sense that it was to be assessed by the progress test.

Procedure

The postgraduate trainees were sent the questionnaire with a return envelope or return address in September 2003; the medical specialists received theirs in November 2003. For postgraduate trainees, an incentive (book token) was available for every fifth completed questionnaire. After 4 weeks, reminders were sent to both groups.

Analysis

In total, 150 participants responded to 80 questions. Questions left blank were excluded from the analysis (specialists 4.48%; postgraduates 0.79%). Three experienced specialists only responded to those questions that were related to their own specialty. In 19 cases (0.16%) participants indicated 2 different answers. Here, the lowest indicated answer was used.

For each participant a mean score (range 1–4) was calculated over all the questions, as well as over the clinical questions and the basic science questions separately.

Results were analysed by a $2 \times 2$ analysis of variance (ANOVA) with postgraduate trainees and experienced specialists as the between-subjects factor and type of question (clinical and basic science) as the within-subjects factor. For each question, means were calculated for postgraduates and specialists and a Pearson correlation was calculated to compare postgraduates and specialists over all questions.

Next, the scale was dichotomised into 'considered non-core knowledge' (values 1–2) and 'considered
core knowledge” (values 3–4). A core knowledge percentage (how many times the answer was 3–4 divided by the total of filled in answers) was then calculated separately for the clinical and the basic science questions.

Finally, for each participant, a mean was calculated for his or her own specialty and a mean for the other disciplines. Means were based on the clinical questions. Eight participants were excluded because their specialty was unknown or the rating could not be calculated because too many items had been left blank. With the 10 specialties as between-subjects factor and their own specialty or other specialties as within-subjects factor, means were analysed using a 2 × 10 ANOVA.

RESULTS

In total, 150 respondents participated in the study. A total of 84 postgraduates returned the questionnaire (28.2%; 33 male, 50 female, 1 anonymous). Their average age was 30.6 years (SD 3.62) and their average professional experience 3.2 years (SD 2.24). A total of 66 medical specialists participated (24.4%; 48 male, 17 female, 1 anonymous). On average, their age was 47.8 years (SD 7.21) and their professional experience 21.4 years (SD 7.38).

Is intended core knowledge by item writers judged to be core knowledge by both groups?

The total number of judgements given was 11,710. When dichotomising the data, on average 63.4% of the items were rated with a 3 or 4, indicating that only about 2-thirds of the questions were considered core knowledge. A 2 × 2 ANOVA showed a significant main effect of type of question (basic science or clinical) (F(1,148) = 900.643, P < 0.001). On average, clinical questions were rated 3.29 (SD 0.32) by specialists and 3.22 (SD 0.28) by postgraduates. Basic science questions were rated 2.36 (SD 0.43) by experienced specialists and 2.43 (SD 0.36) by postgraduate trainees. Calculated differently, 82.4% of the clinical and 42.4% of the basic science items were considered to reflect core knowledge. Table 1 shows the distribution over the different answer options.

Do postgraduate trainees judge core knowledge differently to experienced specialists?

Postgraduates and medical specialists judged similarly on most questions. ANOVA showed no significant main effect of group (F(1,148) = 0.006, P = 0.941). In fact, there was a strong correlation (r = 0.975, P = 0.01) between the mean scores per question of each group, indicating that postgraduate trainees and experienced specialists, as groups, almost perfectly agreed on most items. Figure 1 displays the means of specialists and postgraduate trainees for each question.

Are specialists and postgraduate trainees biased towards their own specialties?

Figure 2 shows the mean rating of specialists and postgraduate trainees on questions in their own specialty and questions in all other specialties. We used only the 42 clinical items, as we had no basic science respondents. A main effect of the participants’ specialty was found (F(9, 132) = 4.856, P < 0.001), indicating that different specialists judge differently (e.g. surgeons consider more questions to reflect core knowledge than paediatricians). However, no main effect of rating their own versus other specialties was found (F(1,140) = 3.711, P = 0.056), although a trend reflecting a bias towards the own specialty was visible.

DISCUSSION

The results of the study indicate that many test items designed by item writers to assess medical core

<table>
<thead>
<tr>
<th>Recently graduated medical students...</th>
<th>All items (n = 80)</th>
<th>Basic science items (n = 38)</th>
<th>Clinical items (n = 42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 do not need to know this</td>
<td>7.4%</td>
<td>13.7%</td>
<td>1.7%</td>
</tr>
<tr>
<td>2 must be able to answer this quickly after referring to written sources</td>
<td>29.2%</td>
<td>43.9%</td>
<td>15.9%</td>
</tr>
<tr>
<td>3 must be able to answer this after reasoning</td>
<td>34.2%</td>
<td>30.7%</td>
<td>37.3%</td>
</tr>
<tr>
<td>4 must be able to answer this immediately</td>
<td>29.2%</td>
<td>11.7%</td>
<td>45.1%</td>
</tr>
</tbody>
</table>
knowledge tend to be judged as reflecting non-core knowledge when judged by postgraduate trainees and experienced medical specialists. This holds especially for basic science questions. Interestingly, there appears to be almost perfect agreement between postgraduates and specialists on mean item level. We could not substantiate the possibility that participants rate their own specialties’ items as reflecting core knowledge to a greater degree than those of other specialties, although a slight trend in this direction was visible among most specialties. Although the response rates were quite low, we think they were representative of the postgraduates and specialists because there was still a good representation of specialties. Although the response rates were quite low, we think they were representative of the postgraduates and specialists because there was still a good representation of specialties. However, it is possible that the respondents who did participate felt more involved in teaching and were possibly more strict than other postgraduate trainees and specialists.

The finding that clinicians may regard basic science items as less relevant to medical training than basic scientists concords with earlier results. In a previous study regarding the required knowledge level of medical graduates, we found that basic science teachers in comparison with clinical teachers more often considered that a deep level of basic science knowledge (e.g. cellular or molecular) should be included in the curriculum. As basic scientists designed the basic science questions in our study, these questions may have assessed a level of knowledge that was too deep in the eyes of our respondents. Verhoeven et al. noted a similar discrepancy of opinion between item writers and postgraduate trainees. Now it appears that experienced specialists also show this discrepancy.

We have noticed that basic science teachers have difficulty in determining clinically relevant core knowledge.
knowledge. Not being clinicians themselves, we found that they tend to refer to the teaching programme (e.g. ‘this has been explained extensively, and therefore should belong to the core knowledge of our students’) rather than to clinical relevance. They may also consider ‘core knowledge’ from their own research expertise, which may be quite different to that from the clinical perspective. Conversely, clinicians may not actively use some of the basic science knowledge they acquired at earlier stages. Cognitive psychology studies have shown that medical experts use fewer pathophysiological concepts in explaining signs and symptoms of patients than do advanced medical students. They are thought to have encapsulated these concepts into their clinical knowledge. If this encapsulation reaches a level of subconsciously, basic science concepts may seem less important to the expert than they really are. Contrary to this notion, however, is the striking similarity between the judgements of rather recently graduated doctors and those of specialists with an average clinical experience of over 20 years.

The general overestimation of core knowledge in students by item writers was reflected in the rather low scores students attained in the progress tests. In fact, Year 4 students taking the 2 tests used in this study achieved average scores of 44% and 48% on each test, respectively. The interpretation of these figures is not yet fully clear. At Maastricht Medical School, medical students showed an average score of 58% on a progress test at the end of 6 years of medical school, which may also be considered as rather low, as all items are considered to reflect relevant knowledge for all basic medical doctors. This finding was generally replicated in other medical schools in the Netherlands. The general overestimation of core knowledge in students by item writers was reflected in the rather low scores students attained in the progress tests. In fact, Year 4 students taking the 2 tests used in this study achieved average scores of 44% and 48% on each test, respectively. The interpretation of these figures is not yet fully clear. At Maastricht Medical School, medical students showed an average score of 58% on a progress test at the end of 6 years of medical school, which may also be considered as rather low, as all items are considered to reflect relevant knowledge for all basic medical doctors. This finding was generally replicated in other medical schools in the Netherlands. The general overestimation of core knowledge in students by item writers was reflected in the rather low scores students attained in the progress tests. In fact, Year 4 students taking the 2 tests used in this study achieved average scores of 44% and 48% on each test, respectively. The interpretation of these figures is not yet fully clear. At Maastricht Medical School, medical students showed an average score of 58% on a progress test at the end of 6 years of medical school, which may also be considered as rather low, as all items are considered to reflect relevant knowledge for all basic medical doctors. This finding was generally replicated in other medical schools in the Netherlands.

Our last research question concerned whether participants would rate questions in their specialty as more reflective of core knowledge than those in other specialties. We found no differences, but a non-significant trend was visible, possibly indicating that in some disciplines experts may consider items from within their own specialty to be more reflective of core knowledge than items from other disciplines. Further investigation is necessary to substantiate such an effect.

The response rate for the study was rather small, possibly because answering the questionnaire was thought to take too much time. This might have somewhat influenced the representativeness of the results. However, the range of disciplines was as intended (except for 1 of 10 specialties among the postgraduates). Moreover, the response rate was roughly equal among postgraduates and specialists, which makes a comparison between these groups valid. It is possible that non-respondents would have answered the questionnaire differently and we can only speculate about the direction of their opinions. If the clinicians who responded were those who felt most involved with medical education and testing knowledge, which is not unlikely, they may have had a better picture of the content of the medical programme and current educational objectives than did the non-respondents. A more representative sample of respondents might then have yielded an even stronger effect in the direction we found, but again, this is only speculation.
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